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What is Observability?

OpenShift Container Platform monitoring

OpenShift Logging

OpenShift Distributed Tracing

OpenTelemetry



What is Observability?

What? ability to measure a system’s internal state based on 
(telemetry) data

Why? reduce mean time to detect (MTTD) and mean time to 
remediate (MTTR), optimize performance

How? instrumenting applications with telemetry data
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▸ Metrics

▸ Logs

▸ Traces

▸ Profiles

Observability Signals
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Observability on OpenShift
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OpenShift Container Platform monitoring
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Instrumentation Prometheus Client libraries

Collection and Storage Prometheus (Cluster Monitoring 
Operator / Prometheus Operator)

Visualization OpenShift Console

OpenShift Container Platform monitoring
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▸ Configure node-exporter collectors (4.13)

▸ Metrics collection profiles (4.13, Technology Preview)

▸ Optional built-in monitoring (planning)

▸ UTF-8 support for metric and label names (upstream proposal)

▸ Native OTLP support: receiving (upstream, 2.47.0) and exporting 

(discussion)

OCP Monitoring: Latest Updates & Roadmap

https://docs.openshift.com/container-platform/4.13/monitoring/config-map-reference-for-the-cluster-monitoring-operator.html#nodeexportercollectorconfig
https://docs.openshift.com/container-platform/4.13/monitoring/configuring-the-monitoring-stack.html#configuring-metrics-collection-profiles_configuring-the-monitoring-stack
https://issues.redhat.com/browse/MON-3152
https://github.com/prometheus/proposals/pull/28
https://github.com/prometheus/prometheus/issues/12633
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OpenShift Logging
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OpenShift Logging

Legacy Recommendation

Instrumentation stdout stdout

Collection Fluentd (OpenShift Logging Operator) Vector (OpenShift Logging Operator)

Storage ElasticSearch (ElasticSearch Operator)
block storage

Grafana Loki (Loki Operator)
object storage

Visualization Kibana (OpenShift Logging Operator) OpenShift Console
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▸ Elasticsearch Operator deprecated (5.4)

▸ Fluentd deprecated (5.6)

▸ Detect multi-line exceptions (5.7)

▸ Log based alerting (5.7)

OpenShift Logging: Latest Updates

https://docs.openshift.com/container-platform/4.13/logging/cluster-logging-release-notes.html#openshift-logging-elasticsearch-dep
https://docs.openshift.com/container-platform/4.13/logging/cluster-logging-release-notes.html#openshift-logging-5-6-dep-notice_cluster-logging-release-notes-v5x
https://docs.openshift.com/container-platform/4.13/logging/v5_7/logging-5-7-configuration.html#logging-multiline-except_logging-5-7-configuration
https://docs.openshift.com/container-platform/4.13/logging/v5_7/logging-5-7-configuration.html#logging-loki-alerts_logging-5-7-configuration
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OpenShift Distributed Tracing
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OpenShift Distributed Tracing

Legacy Recommendation

Instrumentation OpenTracing/Jaeger or Zipkin OpenTelemetry, Jaeger, 
OpenCensus or Zipkin

Collection
OpenTelemetry Collector (OpenShift 
distributed tracing data collection 
operator)

Storage

Jaeger (OpenShift distributed tracing 
platform operator)
ElasticSearch (ElasticSearch Operator)
block storage

Grafana Tempo (Tempo Operator)
object storage

Visualization Jaeger UI (OpenShift distributed tracing 
platform operator)

Jaeger UI (Tempo Operator)
OpenShift Console (planned)
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▸ Resource Limits

▸ AuthN and AuthZ

▸ Managed upgrades

▸ Multitenancy

▸ mTLS

▸ Jaeger UI

▸ Observability

OpenShift Distributed Tracing: Tempo Operator
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▸ Distributed Tracing 3.0 (GA) (in development)

▸ Service Performance Monitoring (3.0)

▸ Tracing integration in OpenShift Console (in development)

▸ ARM support (in development)

▸ Support Tempo monolith deployment (planning)

OpenShift Distributed Tracing: Roadmap

https://github.com/grafana/tempo-operator/pull/470
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▸ SDK, Data Model, semantic conventions (“k8s.pod.name”)

▸ Protocol (OTLP)

▸ Collector (receive, process and export telemetry data)

OpenTelemetry

https://github.com/open-telemetry/semantic-conventions/blob/main/docs/resource/k8s.md
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OpenShift distributed tracing data collection

Receivers Exporters Processors Extensions Connectors

OTLP OTLP Batch zPages Span Metrics

Jaeger Logging Memory Limiter Ballast

OpenCensus Prometheus Attribute Jaeger Remote 
Sampling

Zipkin Kafka* Resource Health Check

Prometheus* Span pprof

Hostmetrics* k8s Attributes OAuth2 Client 
Auth

Kafka* Resource 
Detection

Bearer Token 
Auth

Filter

Routing
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▸ Enable Prometheus and Host Metrics receiver (3.0)

▸ Enable Kafka Receiver and Exporter (3.0)

▸ ARM support (in development)

▸ Distributed collector configuration (planning)

▸ Support exporting all telemetry data from OpenShift (planning)

OpenTelemetry: Roadmap

https://github.com/open-telemetry/opentelemetry-operator/issues/1906
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Q & A



linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat

20

Red Hat is the world’s leading provider of enterprise 

open source software solutions. Award-winning support, 

training, and consulting services make Red Hat a trusted 

adviser to the Fortune 500. 

Thank you


